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1
DYNAMIC LINKING AND LOADING OF
POST-PROCESSING KERNELS

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to U.S. patent
application Ser. No. 11/758,437, filed Jun. 5, 2007.

BACKGROUND

A computer system generally comprises processing
devices, memory devices, interface devices, and input-out-
put (I/O) devices. While processing video signals, the com-
puter system may perform post-processing functions such as
film mode detection, de-interlacing, ProcAmp control
adjustment, video scaling, alpha bending, and color space
conversion. A plurality of independent kernels may be
developed each of which may comprise one or more of the
post-processing functions listed above. Each of the plurality
of kernels may occupy dedicated memory locations in the
memory to read input data and write results. However,
communicating data between different post-processing func-
tions via memory may consume higher processor cycles.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention described herein is illustrated by way of
example and not by way of limitation in the accompanying
figures. For simplicity and clarity of illustration, elements
illustrated in the figures are not necessarily drawn to scale.
For example, the dimensions of some elements may be
exaggerated relative to other elements for clarity. Further,
where considered appropriate, reference labels have been
repeated among the figures to indicate corresponding or
analogous elements.

FIG. 1 illustrates an embodiment of a computer system.

FIG. 2 illustrates an embodiment of a graphics memory
controller hub (GMCH) of FIG. 1.

FIG. 3 illustrates an operation of an embodiment of a code
patch generator of FIG. 2.

FIG. 4 illustrates an operation of an embodiment of a code
manager of FIG. 2.

FIG. 5 illustrates an operation of an embodiment of a
kernel composer of FIG. 2.

DETAILED DESCRIPTION

The following description describes a system for dynamic
linking and loading of post-processing kernels. In the fol-
lowing description, numerous specific details such as logic
implementations, resource partitioning, or sharing, or dupli-
cation implementations, types and interrelationships of sys-
tem components, and logic partitioning or integration
choices are set forth in order to provide a more thorough
understanding of the present invention. It will be appreci-
ated, however, by one skilled in the art that the invention
may be practiced without such specific details. In other
instances, control structures, gate level circuits, and full
software instruction sequences have not been shown in
detail in order not to obscure the invention. Those of
ordinary skill in the art, with the included descriptions, will
be able to implement appropriate functionality without
undue experimentation.

References in the specification to “one embodiment”, “an
embodiment”, “an example embodiment”, indicate that the
embodiment described may include a particular feature,
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2

structure, or characteristic, but every embodiment may not
necessarily include the particular feature, structure, or char-
acteristic. Moreover, such phrases are not necessarily refer-
ring to the same embodiment. Further, when a particular
feature, structure, or characteristic is described in connection
with an embodiment, it is submitted that it is within the
knowledge of one skilled in the art to affect such feature,
structure, or characteristic in connection with other embodi-
ments whether or not explicitly described.

Embodiments of the invention may be implemented in
hardware, firmware, software, or any combination thereof.
Embodiments of the invention may also be implemented as
instructions stored on a machine-readable medium, which
may be read and executed by one or more processors. A
machine-readable medium may include any mechanism for
storing or transmitting information in a form readable by a
machine (e.g., a computing device).

For example, a machine-readable medium may include
read only memory (ROM); random access memory (RAM);
magnetic disk storage media; optical storage media; flash
memory devices; electrical, optical, acoustical or other
forms of propagated signals (e.g., carrier waves, infrared
signals, and digital signals). Further, firmware, software,
routines, and instructions may be described herein as per-
forming certain actions. However, it should be appreciated
that such descriptions are merely for convenience and that
such actions in fact result from computing devices, proces-
sors, controllers, and other devices executing the firmware,
software, routines, and instructions.

An embodiment of a computer system 100 is illustrated in
FIG. 1. The computer system 100 may comprise a processor
110, a memory 120, a chipset 130, one or more 1/O devices
160, video graphics array (VGA) interface 170, and an
accelerated graphics port (AGP) interface 180.

The processor 110 may manage various resources and
processes within the computer system 100 and may execute
software instructions as well. The processor 110 may com-
prise, for example, one or more microprocessors from the
Pentium®, or Itanium® family of Intel® microprocessors.
The processor 110 may interface with the chipset 130 to
retrieve from the memory 120 and to store data into the
memory 120.

The memory 120 may store data and instructions and may
comprise one or more different types of memory devices
suich as DRAM (Dynamic Random Access Memory)
devices, SDRAM (Synchronous DRAM) devices, DDR
(Double Data Rate), or other volatile and non-volatile
memory devices used in computers.

The 1/0 device 160 may comprise devices such as a key
board, mouse, a network interface device, and such other
devices. The data units may be transferred between the
chipset 130 and the I/O devices 160 over buses comprising
peripheral component interconnect (PCI), serial advanced
technology attachment (SATA), low pin count (LPC), inte-
grated device electronics (IDE), and such other interconnect
technologies.

The chipset 130 may comprise one or more integrated
circuits or chips that couple the processor 110, the memory
120, the I/O devices 160, the VGA interface 170, and the
AGP interface 180. The chipset 130 may be one of the
Intel® families of chipsets. In one embodiment, the chipset
130 may comprise a memory controller hub 143, a graphics
and memory controller hub (GMCH) 145 and an /O con-
troller hub (ICH) 150. The ICH 150 may provide an inter-
face between /O devices 160 coupled to the ICH 150 and
the processor 110 and the memory 120. For example, the
ICH 150 may support, for example, hard disk drive, floppy
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drive, CD drives, modems, keyboards, printers, mouse,
endpoints, Ethernet and SCSI devices. The MCH 143 may
provide interface between the processor 110 and the memory
130.

In one embodiment, the GMCH 145 may process the
transactions and transfer the corresponding data between the
memory 120, the ICH 150, the processor 110, and the
devices coupled to the VGA interface 170 and the AGP
interface 180. In one embodiment, the GMCH 145 may
support dynamic linking and loading of post-processing
kernels. In one embodiment, the video post-processing ker-
nels may comprise an ordered sequence of two or more
post-processing functions such as film mode detection,
de-interlacing, ProcAmp control adjustment, video scaling,
alpha bending, and color space conversion.

For example, a first combined kernel K1 may comprise
post-processing functions such as film mode detection,
de-interlacing, and alpha bending in the same order. A
second combined kernel K2 may comprise post-processing
functions such as film-mode detection, de-interlacing, video
scaling, and color space conversion in the same order. In one
embodiment, the combined kernels K1 and K2 may be
composed before the kernel is about to be called by. As a
result, the dedicated space required to store each of the
statically composed kernels may be avoided. In one embodi-
ment, the post processing functions required to form a
combined kernel may be identified during the compilation
time and the post-processing functions may be linked
together dynamically to form a combined kernel during the
run time.

An embodiment of the GMCH 145 supporting dynamic
linking and loading of post-processing kernels is depicted in
FIG. 2. In one embodiment, the GMCH 145 may comprise
applications 210, a programming interface 220, a code patch
generator 230, a driver 250 and a graphics hardware 280. In
one embodiment, the graphics hardware 280 may interface
with driver 250 to perform the functions indicated by the
driver 250. In one embodiment, the graphics hardware 280
may comprise one of a family of Intel® Integrated Graphics
controller.

In one embodiment, the applications 210 may comprise
multimedia applications with which the user of the computer
system 100 may interact. In one embodiment, the program-
ming interface 220 may comprise one or more routines that
may be used by the applications 210 to interact with the
lower-level services provided by an underlying operating
system.

In one embodiment, the programming interface 220 may
provide a programming interface between the applications
210 and the code patch generator 230 and the driver 250. In
one embodiment, the programming interface 220 may pro-
vide a post-processing function request to the driver 250
based on the input values received from the applications
210. In one embodiment, the programming interface 220
may comprise Microsoft® DxVA (Direct X video accelera-
tion) programming interface.

In one embodiment, the code patch generator 230 may
compile each component kernel statically to a binary along
with an auxiliary code patch that may facilitate dynamic
linking during the run-time. The binary and the auxiliary
code patches may be loaded into the kernel composer 258 of
the driver 250 during the set-up time of the driver 250. In
one embodiment, the code patch generator 230 may specify
the I/O regions, which a first component kernel may use to
read and write data. However, the code patch generator 230
may not specify with which other component kernels the
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first component kernel may be linked up with and such
linking of component kernels may happen during the run-
time.

The driver 250 may interface the upper layers such as
applications 210 to the graphics hardware 280. In one
embodiment, the driver 250 may comprise a code manager
254 and a code composer 258. In one embodiment, the
driver 250 may comprise one of a family of Intel® graphics
drivers.

In one embodiment, the code manager 254 may receive a
retrieve request from the programming interface 220 to
retrieve a specified combined kernel. The code manager 254
may determine if the specified combined kernel is present in
the database supported by the code manager 254. The code
manager 254 may send a signal to the programming inter-
face 220 indicating the presence of the specified combined
kernel if the specified kernel is present in the database. The
code manager 254 may send a request to the code composer
258 to compose the specified kernel if the specified com-
bined kernel is not present. In one embodiment, the code
manager 254 may also determine the component kernels
required to compose the specified combined kernel.

In one embodiment, the code manager 254 may allocate
space to store the newly composed specified combined
kernel in response to receiving a request to allocate space for
the newly composed specified combined kernel. In one
embodiment, the code manager 254 may store the newly
composed specified combined kernel and may also allocate
a unique identifier to the newly composed specified com-
bined kernel in response to receiving a signal, which indi-
cates that the specified combined kernel is composed. In one
embodiment, the code manager 254 may also manage the
space for storing the combined kernels by deleting the aged
combined kernels.

In one embodiment, the code composer 258 may receive
a signal to compose the specified combined kernel. The code
composer 258 may also receive the component kernels
required to compose the specified combined kernel. In one
embodiment, the code composer 258 may determine the
space that may be required to store the newly composed
specified combined kernel and may send a request to allo-
cate the space.

In one embodiment, the code composer 258 may compose
the combined kernel by determining the I/O register regions
specified for each component kernel. In one embodiment,
the code composer 258 may retrieve and copy the binary
files of the component kernels to the allocated space. The
code composer 258 may also apply associated code patches
to fix the binary files to read input data from the input
register regions and write output to the output register
regions. The code composer 258 may send a signal indicat-
ing that the specified combined kernel is composed.

An embodiment of an operation of the code patch gen-
erator 230 is illustrated in FIG. 3. In block 310, the code
patch generator 230 may compile component kernels to
generate binaries along with auxiliary code patches that
facilitate linking at run time. In one embodiment, the code
patch generator 230 may comprise a Gen4 assembler, which
may a use a ‘.declare’ syntax. In one embodiment, the Gen4
assembler use ‘.declare’ syntax to identify the instructions
that read data from the preceding kernel and the instructions
that write data to the successive kernel. In one embodiment,
‘.declare’ syntax for input and output regions may equal:

.declareINBase=r4,Elementsize=4, Type=d, Width(8),

Height(4)PP_IN

.declareOUTBase=r8,Elementsize=4, Type=d, Width(8),

Height(4)PP_OUT
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In one embodiment, the PP_IN and PP_OUT indicate that
‘.declare’ is used to access the data generated by the pre-
ceding kernel and the write data region to write the output
data, which may be read by the successive kernel. The
contents of PP_IN and PP_OUT may be set to a default
value until the runtime. The real values determined during
the runtime may be used to configure the contents of PP_IN
and PP_OUT. In one embodiment, the Gen4 assembler may
track ‘.declare’ with PP_IN and PP_OUT before generating
the auxiliary code patch.

In block 350, the code patch generator 230 may load the
binaries and the auxiliary code patches to the driver 250.

An embodiment of an operation of the code manager 254
is illustrated in FIG. 4. In block 410, the code manager 254
may receive a first request to retrieve a combined kernel K.
In block 420, the code manager 254 may check whether the
combined kernel K is present and control passes to block
425 if the combined kernel K is present and to block 430
otherwise.

In block 425, the code manager 254 may increase the age
of all the existing combined kernels. Such an approach may
allow identification of the combined kernels that are recently
used. In one embodiment, the combined kernels with lesser
age value are the recently used combined kernels.

In block 430, the code manager 254 may determine if the
kernel space is to be reclaimed and control passes to block
435 if the kernel space is to be reclaimed and to block 440
otherwise.

In block 435, the code manger 254 may delete the
combined kernels of age greater than a threshold age value.
In one embodiment, the code manager 254 may compare the
age of each combined kernel with a threshold age value to
determine whether the age of the combined kernel is greater
than the threshold age value.

In block 440, the code manager 254 may determine the
selected component kernels that are required to generate the
combined kernel K. In block 450, the code manager 254 may
send a second request to compose the combined kernel K
along with the selected component kernels. In one embodi-
ment, the code manager 254 may send the second request to
the code composer 258 in the form of a bool array. For
example, the bool array may equal bool component_kernels
[list of component kernels]. The component kernels may be
selected if the component kernel boolean values are true.

In block 460, the code manager 254 may allocate space to
store the combined kernel K in response to receiving a first
signal from the code composer 258. In block 470, the code
manager 254 may send a second signal indicating that the
space for storing the combined kernel K is allocated.

In block 480, the code manager 254 may check if a third
signal that indicates whether the combined kernel is com-
posed is received and control passes to block 490 if the
combined kernel K is composed and to block 480 otherwise.

In block 490, the code manager 254 may cache or store
the combined kernel K with a unique identifier assigned to
the combined kernel K.

An embodiment of an operation of the code composer 258
is illustrated in FIG. 5. In block 510, the code composer 258
may receive the first request to generate the combined kernel
K. In block 520, the code composer 258 may determine the
space required to store the combined kernel K.

In block 530, the code composer 258 may send the first
signal to allocate space for the combined kernel K. In block
540, the code composer 258 may determine the order of the
selected component kernels to generate the combined kernel
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K after receiving the second signal, which indicates that the
space required for storing the combined kernel K is allo-
cated.

In block 550, the code composer 258 may determine the
input and output register regions used by the selected
component kernels. In block 560, the code composer 258
may retrieve the binaries of the selected component kernels.

In block 570, the code composer 258 may copy the
binaries to the allocated space. In block 580, the code
composer 258 may apply the code patches to fix the binaries
to read the input data from the input register region and write
the output data to the output register region.

In block 590, the code composer 258 may send a third
signal, which indicates that the combined kernel K is com-
posed. Such a signal may be sent to the code manager 254.

Certain features of the invention have been described with
reference to example embodiments. However, the descrip-
tion is not intended to be construed in a limiting sense.
Various modifications of the example embodiments, as well
as other embodiments of the invention, which are apparent
to persons skilled in the art to which the invention pertains
are deemed to lie within the spirit and scope of the invention.

What is claimed is:

1. A method comprising:

generating a plurality of component kernels in a code

patch generator, wherein the plurality of component
kernels are to be linked during runtime,

determining whether a combined kernel is present in a

code manager, and

creating the combined kernel in a code composer, wherein

the combined kernel is created from selected compo-
nent kernels of the plurality of component kernels if the
combined kernel is not present in the code manager.

2. The method of claim 1, wherein the generating the
plurality of component kernels includes:

compiling the plurality of component kernels to generate

binaries with code patches that read data from a pre-
ceding kernel and write data into a successive kernel at
runtime, and

loading the binaries and the code patches into a driver.

3. The method of claim 2, wherein the creating the
combined kernel includes:

determining a memory required for storing the combined

kernel,

identifying input and output register regions used by the

selected component kernels of the plurality of compo-
nent kernels, and

applying the code patches to assign the binaries to read

data from the input register regions and to write data to
the output register regions.

4. The method of claim 3, wherein the determining the
memory for storing the combined kernel includes determin-
ing an order of the component kernels required to generate
the combined kernel.

5. The method of claim 4, wherein the creating the
combined kernel further includes:

allocating the memory required to store the combined

kernel, and

storing the combined kernel and a unique identifier asso-

ciated with the combined kernel after the combined
kernel is created by the code composer.

6. The method of claim 3, wherein the creating the
combined kernel further includes:

retrieving the binaries of the component kernels,

copying the binaries to the memory, and
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indicating that the combined kernel is composed after
applying the code patches to assign the binaries to read
data from the input register regions and to write data to
the output register regions.

7. The method of claim 1, wherein the determining
whether the combined kernel is present further includes
transmitting a request to the code composer to generate the
combined kernel if the combined kernel is not already
present.

8. A non-transitory machine readable storage medium
comprising:

a code patch generator to generate a plurality of compo-
nent kernels, wherein the plurality of component ker-
nels are to be linked during runtime,

a code manager coupled to the code patch generator,
wherein the code manager is to determine whether a
combined kernel is present, and

a code composer coupled to the code manager to create
the combined kernel, wherein the combined kernel is
created from selected component kernels of the plural-
ity of component kernels if the combined kernel is not
present in the code manager.

9. The non-transitory machine readable storage medium

of claim 8, wherein the code patch generator is further to:
compile the plurality of component kernels to generate
binaries with code patches that read data from a pre-
ceding kernel and write data into a successive kernel at
runtime, and

load the binaries and the code patches into a driver.

10. The non-transitory machine readable storage medium
of claim 9, wherein the code composer is further to:

determine a memory required for storing the combined
kernel,

identify input and output register regions used by the
selected component kernels of the plurality of compo-
nent kernels, and

apply the code patches to assign the binaries to read data
from the input register regions and to write data to the
output register regions.

11. The non-transitory machine readable storage medium

of claim 10, wherein the code composer is further to:
transmit a signal to the code manager, and

determine an order of the component kernels required to
generate the combined kernel.

12. The non-transitory machine readable storage medium

of claim 11, wherein the code manager is further to:
allocate the memory for storing the combined kernel after
receiving the signal transmitted by the code composer,
and

store the combined kernel and a unique identifier associ-
ated with the combined kernel after the combined
kernel is created by the code composer.

13. The non-transitory machine readable storage medium

of claim 10, wherein the code composer is further to:
retrieve the binaries of the component kernels,

copy the binaries to the memory, and

indicate that the combined kernel is composed after
applying the code patches to assign the binaries to read
data from the input register regions and to write data to
the output register regions.
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14. The non-transitory machine readable storage medium
of claim 8, wherein the code manager is further to transmit
a request to the code composer to generate the combined
kernel if the combined kernel is not already present.

15. A non-transitory machine readable storage medium
storing a plurality of instructions that in response to being
executed by a computing device result in the computing
device:

generating a plurality of component kernels in a code

patch generator, wherein the plurality of component
kernels are to be linked during runtime,

determining whether a combined kernel is present in a

code manager, and

creating the combined kernel in a code composer, wherein

the combined kernel is created from selected compo-
nent kernels of the plurality of component kernels if the
combined kernel is not present in the code manager.

16. The non-transitory machine readable storage medium
of claim 15, wherein the instructions in response to being
executed further result in the computing device:

compiling the plurality of component kernels to generate

binaries with code patches that read data from a pre-
ceding kernel and write data into a successive kernel at
runtime, and

loading the binaries and the code patches into a driver.

17. The non-transitory machine readable storage medium
of claim 16, wherein the instructions in response to being
executed further result in the computing device:

determining a memory required for storing the combined

kernel,

identifying input and output register regions used by the

selected component kernels of the plurality of compo-
nent kernels, and

applying the code patches to assign the binaries to read

data from the input register regions and to write data to
the output register regions.

18. The non-transitory machine readable storage medium
of claim 17, wherein the instructions in response to being
executed further result in the computing device determining
an order of the component kernels required to generate the
combined kernel.

19. The non-transitory machine readable storage medium
of claim 18, wherein the instructions in response to being
executed further result in the computing device:

allocating the memory required to store the combined

kernel, and

storing the combined kernel and an unique identifier

associated with the combined kernel] after the combined
kernel is created by the code composer.

20. The non-transitory machine readable storage medium
of claim 17, wherein the instructions in response to being
executed further result in the computing device:

retrieving the binaries of the component kernels,

copying the binaries to the memory, and

indicating that the combined kernel is composed after

applying the code patches to assign the binaries to read
data from the input register regions and to write data to
the output register regions.

#* #* #* #* #*



